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Abstract

The societal impacts of natural disasters depend on the location of human settlements and
the social vulnerability of populations at risk. We study hurricane risk on the U.S. Gulf Coast
during 1950-2005, estimating the spatial extent of wind damage from every hurricane in this
extended period. These estimates are calculated using the HURRECON model, based on the
known path and wind speeds of individual storms and calibrated to fit actual damage reports for
a sample of Gulf Coast storms. The estimates are analyzed in combination with population data,
categorized by age, race, and poverty status, to determine how the settlement pattern in the Gulf
region has shifted over time in relation to the cumulative risk of hurricane damage in the period.
We provide evidence that despite continued coastal development and population growth,
settlement has tended to shift away from higher risk zones. But the more vulnerable population
groups – the elderly, African Americans, and poor – have shifted in the opposite direction, which
we interpret as a cautionary sign of diminished capacity for resilience to disaster.
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In the United States, major hurricanes have caused more damage to human society and ecosystems than any other natural disasters (Pielke et al 2008; Pielke and Landsea 1998). Efforts to understand the impacts of hurricanes from the perspective of ecological systems are rooted in the concept of resilience (Folke 2006; Holling 1973). Adger et al (2005) summarize the mainstream theory. Natural hazards are endemic to coastal zones, but biodiversity, functional redundancy, and spatial heterogeneity confer a capacity to recover from catastrophic damage. Ecosystems are resilient, referring to their capacity “to absorb recurrent disturbances such as hurricanes or floods so as to retain essential structures, processes, and feedbacks” (2005, p. 1036).

Though many social scientists are wary of adopting ecological theory directly or by analogy, what Tierney, Lindell, and Perry (2001) call the classic sociological paradigm of disasters also presumes that there would be an automatic return to equilibrium in the society following disaster. A key concern in social systems, however, is that not all population groups and local communities can be expected to be equally resilient (Dash, Peacock and Morrow 1997, Peacock and Girard 1997, Smith et al 2006). Consequently a major focus of social science research on disasters has been the phenomenon of differential vulnerability. This is our subject, and we approach it through the study of hurricane risk on the United States Gulf Coast in the period 1950-2009.

We begin by reviewing the key concepts of locational and social vulnerability and summarizing the well developed literature on which population groups are understood to be vulnerable. The following section lays out our research design, which requires estimating the spatial extent of wind damage from all hurricanes on the Gulf Coast in the period 1950-2006 and linking those estimates with information on the resident population of those areas. We introduce an existing meteorological model that we adapted to the Gulf Coast and parameterized on the basis of newspaper reports of actual damage from a sample of hurricanes. This allows us to present maps of the cumulative risk of damage at various levels of intensity for the full period. It is then straightforward to identify the population size and composition of areas with more or less risk and to chart its change from 1950 through 2005. Finally we take advantage of damage estimates from Hurricanes Katrina and Rita in 2005 to determine the population impacts of these extraordinary events over the subsequent four years.

**Locational and social vulnerability**

Our research requires that we distinguish two dimensions of the potential harm that human populations face from hurricanes. The first is their risk by virtue of their residential location (broadly related to their proximity to the coast), which we refer to as locational vulnerability. The second is their capacity to deal with disaster, which we call social vulnerability. This dichotomy is well established in the literature on vulnerability, although there was a tendency for early writing from the perspective of the risk-hazard (RH) paradigm to think of hazards as exogenous and accidental agents and to underplay the social production of risk (Kates 1985; Burton et al 1978). Chambers (1989, p. 1; see also Hewitt 1997) defined vulnerability as having “two sides: an external side of risks, shocks and stress to which an individual or household is subject; and an internal side which is defencelessness, meaning a lack of means to cope without damaging loss.” The complementarity of these two dimensions is at the core of the pressure-and-release (PAR) model that has guided much of the research on this topic (Blaikie et al 1994). This formulation has led many scholars to the view that disasters, at
least in the distribution of their consequences (Mileti 1999; Moore et al 2004) and perhaps also in their production (Watts and Bohle 1993), are manmade.

Cutter (1996) emphasized the location of risk with her notion of the hazards of place, which takes into account both the biophysical risk of a given location and the social response that a given place or categories of people within it can mount. In a more recent review Cutter, Boruff, and Shirley (2003, p. 243) argue that the vulnerability of a place to harm depends on both the physical risks of the location and the social factors related to age, race and poverty that “shape the susceptibility of various groups to harm and that also govern their ability to respond.” Further, they identify a set of factors that influence social vulnerability: “lack of access to resources (including information, knowledge, and technology); limited access to political power and representation; social capital, including social networks and connections; beliefs and customs; building stock and age; frail and physically limited individuals; and type and density of infrastructure and lifelines” (p. 244).

Turner et al (2003, p. 8074) put forward a similar view, asserting that research has demonstrated that “vulnerability is registered not by exposure to hazards (perturbations and stresses) alone but also resides in the sensitivity and resilience of the system experiencing such hazards.” Further, they also argue for a place-based approach: “The strong variation in vulnerability by location, even to hazards created by global-scale processes and phenomena … elevates the role of ‘place-based’ analysis. The term ‘place based’ implies a spatially continuous distinctive ‘ensemble’ of human and biophysical conditions or coupled human–environment systems” (p. 8076).

This emphasis on location is also found in a series of studies that seek to describe the spatial distribution of risks using historical data or future projections, based on data on climate, demography, or both. Dilley et al (2005) attempt to create a global ranking at a high level of spatial resolution for exposure of people and of economic production for six major natural hazards: earthquakes, volcanoes, landslides, floods, drought, and cyclones using data from 1980 through 2001. Ciscara et al (2011) offer projections of the costs in terms of human health and economic loss of climate change in Europe through 2080, making no assumptions about human adaptation of climate change during the period. McDonald et al (2011) analyze access to freshwater in cities of the developing world, looking at both the impacts of anticipated urban growth (which they find to be the larger factor) and climate change on the number of people with inadequate access within their urban area.

Who is vulnerable?

The vulnerability perspective draws upon and extends studies of spatial differentiation in urban and rural landscapes that have documented persistent racial residential segregation (Massey and Denton 1993) and concentration of poverty (Jargowski 1997), as well as limited residential mobility of older, poorer, and minority households (South and Crowder 1997). It incorporates findings about which social groups are most likely to be exposed to biophysical risk (locational vulnerability) as well as estimates of which groups are least capable of dealing effectively with disaster. McGranahan, Balk and Anderson (2007, p. 20) clearly have both aspects in mind: “On the one hand, affluent settlements and groups are in a better position to take protective measures and to adapt or escape when flooding does occur (as media coverage and research on hurricane Katrina and New Orleans amply demonstrated). On the other hand, the poorest residents of the cities of low-income countries are often forced (implicitly or explicitly)
to settle in flood plains or other hazard-prone locations, as they cannot afford more suitable alternatives.”

Though much research on locational disparities has focused on urban neighborhoods (Wilson 1987), similar issues arise in less densely populated settings (Lobao 2004). Scholars have probed various dimensions of unequal exposure to environmental risk (Bullard 1990; Bullard 1993), with particular interest in their community health impacts (Pastor, Sadd et al. 2001). Earlier work has demonstrated that measures of social capital are correlated with the likelihood of being proximate to certain hazardous sites and other indicators of neighborhood well-being (Diez-Roux 1997; Sampson, Morenoff et al 1999; Buka et al 2002; Morenoff 2003). Bolin (2006), drawing on the literature on environmental health, argues that the processes of marginalization, which could take many forms, result in inequalities in exposure to hazards and access to opportunities. Blacks were most heavily impacted by Hurricane Katrina (Logan 2008), in large part because historically they were segregated into low-lying areas known to be vulnerable to flooding (Colten 2005). These studies support the theory that routine processes of urban and rural development create cumulative disadvantages for many residents, constituting a stratification of places (Logan and Molotch 1987) that reinforces other dimensions of social inequality.

With respect to capacity for resilience, Cutler, Boruff and Shirley (2003, p. 244) claim “there is a general consensus within the social science community about some of the major factors that influence social vulnerability… Among the generally accepted are age, gender, race, and socioeconomic status.” Cochrane (1975) argues that lower income groups consistently bear a disproportionate share of the losses, even if they are not more likely to be placed in the path of disaster. They receive, in most instances, the smallest proportion of disaster relief; they are the least likely to be insured (for health, life or property); and they live in dwellings which are of the poorest construction and most subject to damage. Dash et al (1997) in their study of Hurricane Andrew concluded that housing, job, business, and tax revenue losses were proportionately greater in the minority community. Smith et al (2006), in their analysis of the same event, argue that the wealthy (for whom insurance and self-protection is most affordable) returned quickly to their prior locations. Middle income households, on the other hand, moved away to avoid risk, and were replaced by lower income households attracted by declining rents.

Aside from disparities in the immediate impacts of disaster, there may be differences in communities’ ability to command attention in the process of recovery. Bolin and Stanford (1998) find no evidence in the Northridge earthquake in Los Angeles that lower income households were over-represented in the victim pool; in this case, general exposure cut across race, ethnicity and class. But while relief efforts were focused on middle-class homeowners, 80% of the damage in that earthquake was sustained by multifamily and low-rent rental housing (Wu and Lindell 2004). Many believe that pre-disaster inequalities are inevitably reproduced during recovery. According to Tierney et al (2001, pp. 149-150), the classic view was that a disaster minimizes conflicts and divisions originating prior to the disaster event, and that the political system would mobilize at all levels to support recovery (Dynes 1970). The current view (Peacock et al 1997, see also Freudenburg 1997) is that the process of responding to a natural disaster occurs within an inherently competitive and conflictual atmosphere in which individuals, families, and communities compete for scarce resources.

Peacock and Girard (1997, p. 188), in their study of Hurricane Andrew, concluded that prior inequalities were exacerbated by the inequalities inherit in the market-based recovery
process itself. A series of obstacles built into the urban social structure place certain
neighborhoods and households at substantially higher risk after disaster. Dash, Peacock, and
Morrow (1997) found that a poorer community is less able than its more affluent counterpart to
manage recovery efforts in the post-disaster period because of lack of experienced administrators
and organizational deficits. Morrow and Peacock (1997) add a stronger political element to this
analysis, pointing to policies by local governments to delay investing in affordable housing while
landlords and real estate developers took advantage of opportunities to upgrade existing housing
to higher rent levels. These observations support the “continuity principle” enunciated by
Tierney et al. (2001) or Vale and Campanella’s (2005) idea of “the inertia of urban resilience.”
Disasters disrupt the social order but they do not obliterate it, and while disasters may accelerate
pre-disaster trends they rarely reverse them.

**Research design: estimating locational vulnerability**

We seek to identify how locational vulnerability to hurricanes has evolved since the mid-
20th Century and to determine whether groups considered to be socially vulnerable are
particularly exposed to risk. Within the 56-year period of study we treat hurricane risk as a
constant, although recent research on Atlantic tropic cyclone activity (Mann et al 2009) and
global mean temperature (Emanuel 2005) suggests a long-term trend of increasing frequency and
intensity. In the near term it is more difficult to discern trends. There is a random component to
where, when, and with what intensity hurricanes actually occur. To smooth out the random
events we aggregate damage from all storms in the period and treat the result as a single spatial
profile of hurricane risk for the region making the assumption that the experience of 56 years
provides a reasonable reflection of the underlying pattern. The analysis includes 320 counties
within 200 miles from the coastline in an area from Texas through the Florida Panhandle. The
results presented here are based on all 43 hurricane-strength storms in the period 1950-2005;
similar results are found in analyses including all 93 tropical storms.

On the population side we take advantage of time series data to track population
movements. We begin with the spatial distribution of population and trace it decade by decade
through 2000. Then, in order to capture the impact of Hurricanes Katrina and Rita in 2005 we
provide annual population estimates for 2000-2009. Hence we can discover not only who is in
the path of storms in general, but how that pattern may have shifted over several decades. Data
through 2000 are from decennial censuses; subsequent data are annual population estimates
made by the Census Bureau and poverty figures from the American Community Survey. The
measures used here are at the county level: race (comparing whites to blacks), age (comparing
young adults aged 20-34 to people of retirement age 65 and above), and social class (comparing
people above and below the official poverty line).

For only a few recent storms are there detailed records of what areas were damaged and
to what extent. Therefore in the first phase of this research our task was to reconstruct for the
first time estimates of the land area that was affected by every hurricane, the gradient from
higher to lower intensity of wind, and the implied level of damage on the ground. This is a
major undertaking. The available data maintained by NOAA are the hurricane track records that
can be represented as a series of line segments. For example Figure 1 shows that path of
Hurricane Camille, an H5 hurricane in 1969. The line segments with windspeeds are the input
data for our analysis. The figure displays our final estimates of the spatial pattern of wind speeds
experienced in the affected area, identifying zones where wind speeds were at the F0 through F4
level.
Figure 1  Given the known path and wind speeds of a hurricane, the purpose of modeling is to estimate the intensity and spatial extent of wind damage in terms of the widely used Fujita scale. Shown here are known parameters and estimated wind damage for Hurricane Camille 1969.

**Results: the spatial extent of wind damage**

To make comparable estimates for every hurricane in the period we apply a meteorological model (HURRECON) that has been parameterized and applied to the analysis of the Great New England Hurricane in 1938 and Hurricane Hugo in Puerto Rico as well as numerous other storms (Boose, Chamberlin, and Foster 2001; Boose, Serrano and Foster 2004). Although the wind velocity and direction in a hurricane is very dynamic, analysis of the aerial reconnaissance transects data for many hurricanes reveals common macro-structures in hurricane wind fields (Boose, Foster and Fluet 1994; Neumann 1987; Vickery, Skerlj, and Twisdale 2000). These common structures include: (1) in the northern hemisphere, wind rotates around the hurricane center in a counter clock wise direction as the hurricane eye moves along the track; and (2) wind velocity increases from the eye outward until reaching its maximum at the hurricane eye wall and then decaying exponentially.

HURRECON models the shape and extent of the hurricane’s surface wind field (sustained wind speed, peak gust speed, and wind direction) based on meteorological data (location of the eye and intensity at every six hours along the track) and surface type (land or water). It requires setting two parameters that describe how the wind velocity and direction change with the radial distance away from the hurricane eye to the eyewall and beyond. These are the Radius of Maximum Wind (RMW, or the size of the hurricane eyewall), and a wind profile exponent $b$. These two parameters together describe how the wind velocity and direction change with the radial distance away from the hurricane eye to the eyewall and outward (Figure
2). Wind damage can also be affected by landscape factors such as elevation and topography and by characteristics of the built environment (such as quality of housing construction) that are not taken into account by this model.
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**Figure 2** The estimated wind speed at a given location is a function of the distance to the storm center. The function is characterized by the Radius of Maximum Wind (RMW) and the wind speed decay exponent, $b$. RMW could be measured through aerial reconnaissance and $b$ could be measured from weather station or aerial reconnaissance transects, but these are most often not available and must be estimated.

Because HURRECON has not been applied in the Gulf region, additional research was required in order to select appropriate parameters. To calibrate the model we collected data on 20 hurricanes in three states (Table 1) selected to represent cases with varying intensity from H1 to H5 on the Saffir/Simpson scale. Local newspapers across Texas, Louisiana, and Mississippi were reviewed for the week of each hurricane that passed near their area of coverage and reports of damage were collected and coded for damage level on the Fujita scale (Fujita 1971, 1987). For example, it was reported in the *Daily Corinthian* (Corinth, MS) on 8/19/69 that “the destructive force of Camille was felt this far inland as this tree in City Park was the victim of high winds and heavy rain which moved to this end of the state.” The damage was coded on the Fujita scale (Table 2) as F0 at this location. We obtained a total of 1276 damage reports (including some reports coded as no damage). Damage reports from nine hurricanes were used to select the model parameters that provided the best fit between reported and estimated damage. Five measures of fit were used (for example the average correlation between estimated and observed damage at the county level for the validation hurricanes is 0.68). The best fitting model choice is based on a composite of all five measures. Reports from the remaining eleven hurricanes were used to verify the selected parameters (for example, the average correlation of estimated and observed damage for the verification hurricanes is 0.59; discounting two hurricanes with a perfect match but observations in only four counties the average correlation is 0.50). The model was then applied uniformly to all 43 hurricanes in the period.
To reduce the effect of random error in measurement and spatial location for the newspaper reports, we created a measure of the maximum reported damage in every county in the following way. Damage reports were converted to a continuous damage surface using Kriging interpolation, which was overlaid with counties, and the maximum damage from this surface was used as the measure for the county. For hurricanes without enough damage reports to support such interpolation, we simply assigned the maximum reported damage to each county and made no estimate for neighboring counties.
We used reports from nine hurricanes for a detailed exploratory study to determine the parameter or range of parameters that provide the best fit between the spatial extent of maximum estimated wind damage (from HURRECON) and reported damage at the county level. For each of these nine hurricanes we tested every combination of the following parameters as suggested from prior research: RMW (25, 50, 75, and 100km) and $b$ (1.1, 1.2, 1.3, 1.4, 1.5, and 1.6). For a given combination of RMW and $b$, the HURRECON model can be executed on an equally divided raster space in IDRISI raster file format, which is converted from a model extent defined in GIS. For individual hurricanes, 10 kilometer is used as the resolution. For the whole Gulf

<table>
<thead>
<tr>
<th>Measure</th>
<th>F0 damage</th>
<th>F1 damage</th>
<th>F2 damage</th>
<th>F3 damage</th>
<th>F4 damage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trees</td>
<td>Leaves and fruits off, branches broken, trees damaged</td>
<td>Trees blown down, broken or uprooted</td>
<td>Extensive blown down, large trees snapped, uprooted or broken</td>
<td>Most trees down, uprooted (if supported by comparable damage to houses)</td>
<td>Tree uprooted and carried some distance</td>
</tr>
<tr>
<td>Crops</td>
<td>Damaged or blown down</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buildings (unspecified)</td>
<td>Minor damage (some damage to chimneys, awnings, TV antennas, roof shingles, and windows)</td>
<td>Unroofed or damaged</td>
<td>Blown down or destroyed</td>
<td>50% or more blown down or destroyed (in the town)</td>
<td></td>
</tr>
<tr>
<td>Masonry buildings</td>
<td>Minor damage (some damage to chimneys, awnings, TV antennas, roof shingles, and windows)</td>
<td>Roof peeled, windows broken, chimneys down, loss of awnings</td>
<td>Unroofed</td>
<td>Blown down or destroyed</td>
<td>Well constructed houses leveled. Structures with weak foundations blown away some distance</td>
</tr>
<tr>
<td>Wood houses</td>
<td>Minor damage (some damage to chimneys, awnings, TV antennas, roof shingles, and windows)</td>
<td>Roof peeled, windows broken, chimneys down, loss of awnings</td>
<td>Unroofed or destroyed</td>
<td>3+ blown down or destroyed - whole subdivision</td>
<td>Well constructed houses leveled. Structures with weak foundations blown away some distance</td>
</tr>
<tr>
<td>Mobile Homes</td>
<td></td>
<td>mobile homes pushed off foundations or overturned</td>
<td>mobile homes demolished</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barns, cottages, churches, town halls</td>
<td>Minor damage</td>
<td>Unroofed, steeple blown down</td>
<td>Blown down or destroyed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carports, Cabins, sheds, outbuildings, warehouses, huts</td>
<td>minor damage</td>
<td>unroofed, blown down or destroyed</td>
<td>Blown down or destroyed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Furniture, bedding, clothes</td>
<td>Not moved</td>
<td></td>
<td>Blown down</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masonry (brick or block) walls, radio towers</td>
<td>No damage</td>
<td></td>
<td>Blown down</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Utility poles</td>
<td>Wires down</td>
<td>Poles damaged or blown down</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signs, traffic signs, fences, billboards</td>
<td>Some damage</td>
<td></td>
<td>Blown down</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autos</td>
<td>No damage</td>
<td>Moving autos pushed off road</td>
<td>Stationary autos moved or pushed over</td>
<td>Heavy autos lifted and thrown</td>
<td>Cars thrown</td>
</tr>
<tr>
<td>Trains</td>
<td>No damage</td>
<td>Pushed along tracks</td>
<td>Boxcars pushed over</td>
<td>Trains overturned</td>
<td></td>
</tr>
<tr>
<td>Marinas, small airplanes</td>
<td>Minor damage</td>
<td>Destroyed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small boats</td>
<td>Blown off mooring</td>
<td>Sunk</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 The rating criteria of wind damage reports (mainly based on Fujita-scale wind damage with modifications.)
Coast, 20 kilometer is used as the resolution. Having determined the best fitting combination, we applied those parameters to the remaining eleven hurricanes and again tested the fit between the model and damage reports. Judging that the fit was acceptable, we then applied this calibrated model to all hurricanes in the Gulf Coast between 1950 and 2005.

Evaluation of alternative parameters was based on the performance of five different measures of fit. Several indices have been proposed in the literature (Wilmott et al 1985). We calculated the following measures: Spearman’s rank order coefficient ($r$), index of determination ($r^2$), root mean square error (RMSE), mean square error (MSE), and index of agreement ($d$). Each index has slightly different characteristics; for example the correlation coefficients can measure collinearity but are insensitive to the additive and proportional differences between predicted and observed values. High values of correlation ($r$), index of agreement ($r^2$), and index of determination($d$) indicate good correspondence and agreement between modeled and reported damages in terms of variability and magnitude. Low values of RMSE and MSE indicate a good overall agreement with a large percentage of error being random. The model with the best overall performance should have high correlation measures and low difference measures.

We calculated all five indices for every combination of values of $RMW$ and $b$. In order to evaluate results on a common scale, we developed a standardized measure of fit on each index. For each of the initial nine hurricanes we determined which combination was the best fit on each index (i.e., the highest value of correlation measures or the lowest value of difference measures). That value was then used as the basis for assessing the fit for other combinations of parameters. More precisely the standardized measure was defined as $R_{std} = \frac{|R - R_{bestfit}|}{R_{bestfit}}$, where $R_{std}$ denotes the standardized value; $R$ is the calculated index value; and $R_{bestfit}$ is the value for the best fit model. Then in order to select a single “best” combination of parameters, we take the average of the five standardized indices for all nine hurricanes (this implies that we weight each index equally). Figure 3 presents a graph of these averages, showing that the model with $RMW$ of 25km and $b$ of 1.4 has the best overall performance.
We illustrate the procedure followed for the nine calibration hurricanes with the case of Camille (1969). Figure 4 shows visually the close correspondence between reported damage and estimates based on the calibrated HURRECON model. The pattern is consistent with meteorological expectations as the intensity of damages lessened and the extension of damage narrowed along the storm track from the shoreline to the north, and there is typically greater damage on the east side of the track. However, there exists a significant amount of spatial heterogeneity in the point-based damage reports that we consider to be artifactual. The values at the county level are more reliable, leading us to prefer to analyze results at this scale.
Having calibrated the model with data from nine hurricanes, we then verified the results by applying the best-fit parameters of RMW (25KM) and $b$ (1.4) to eleven additional hurricanes for which we had gathered damage reports from local media (results are shown for nine calibration hurricanes and eleven verification hurricanes in Table 3). For each hurricane we calculated the number of counties for which the estimated damage was the same as the reported damage, and the number where there were differences of one or two points in either direction. For all hurricanes there is a tendency for reported damage to be greater than estimated damage,
which is consistent with Boose’s observations (Boose et al 2001). But in two of the verification cases there appears to be a poor model fit. In the case of Frederick (1979) there is exact agreement for only 5 of 62 counties, and 25 counties have reports of damage that are 2 points higher than estimated by the model. Further analysis shows that many reported damage locations are farther to the north than anticipated by the model. Boose (Boose et al 2001; Boose et al 1994) dealt with a similar situation by increasing wind speed along the hurricane track, but this solution would not generally be satisfactory for Gulf Coast hurricanes. Hurricane Dennis (2005) generated many damage reports in east and central Alabama that are quite far away from the hurricane track, which veered quickly westward toward Mississippi after landfall. In this case we interpret the discrepancy as mainly due to error in reported damage. In the remaining nine cases, exact correspondence ranged from 23.1% to 100% of counties, and discrepancies of one or less in the Fujita scale ranged from 62.5% to 100% of cases.

<table>
<thead>
<tr>
<th>Hurricane</th>
<th>Year</th>
<th>SS Cat</th>
<th>Modeled minus reported damage</th>
<th>Total countiesaffected</th>
<th>% counties with exact agreement</th>
<th>% counties with difference of 1 point or less on F scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Georges</td>
<td>1998</td>
<td>H2</td>
<td>0</td>
<td>14 46 6 0</td>
<td>66</td>
<td>69.7</td>
</tr>
<tr>
<td>Erin</td>
<td>1995</td>
<td>H1</td>
<td>0</td>
<td>20 42 3 0</td>
<td>65</td>
<td>64.6</td>
</tr>
<tr>
<td>Betsy</td>
<td>1965</td>
<td>H4</td>
<td>0</td>
<td>18 52 17 0</td>
<td>87</td>
<td>59.8</td>
</tr>
<tr>
<td>Baker</td>
<td>1950</td>
<td>H1</td>
<td>0</td>
<td>19 49 5 0</td>
<td>73</td>
<td>67.1</td>
</tr>
<tr>
<td>Katrina</td>
<td>2005</td>
<td>H3</td>
<td>2</td>
<td>67 108 12 2</td>
<td>191</td>
<td>56.5</td>
</tr>
<tr>
<td>Ivan</td>
<td>2004</td>
<td>H3</td>
<td>4</td>
<td>49 107 3 0</td>
<td>163</td>
<td>65.6</td>
</tr>
<tr>
<td>Lili</td>
<td>2002</td>
<td>H1</td>
<td>1</td>
<td>8 19 4 0</td>
<td>32</td>
<td>59.4</td>
</tr>
<tr>
<td>Opal</td>
<td>1995</td>
<td>H3</td>
<td>12</td>
<td>61 188 5 0</td>
<td>266</td>
<td>70.7</td>
</tr>
<tr>
<td>Camille</td>
<td>1969</td>
<td>H5</td>
<td>0</td>
<td>29 129 22 10</td>
<td>190</td>
<td>67.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hurricane</th>
<th>Year</th>
<th>SS Cat</th>
<th>Modeled minus reported damage</th>
<th>Total countiesaffected</th>
<th>% counties with exact agreement</th>
<th>% counties with difference of 1 point or less on F scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alicia</td>
<td>1983</td>
<td>H3</td>
<td>0</td>
<td>2 6 1 0</td>
<td>9</td>
<td>66.7</td>
</tr>
<tr>
<td>Chantal</td>
<td>1989</td>
<td>H1</td>
<td>0</td>
<td>2 2 0 0</td>
<td>4</td>
<td>50</td>
</tr>
<tr>
<td>Claudette</td>
<td>2003</td>
<td>H1</td>
<td>0</td>
<td>5 2 0 0</td>
<td>7</td>
<td>28.6</td>
</tr>
<tr>
<td>Kate</td>
<td>1985</td>
<td>H2</td>
<td>0</td>
<td>0 4 0 0</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td>Elena</td>
<td>1985</td>
<td>H3</td>
<td>2</td>
<td>12 9 1 0</td>
<td>24</td>
<td>37.5</td>
</tr>
<tr>
<td>Hilda</td>
<td>1964</td>
<td>H2</td>
<td>2</td>
<td>6 3 2 0</td>
<td>13</td>
<td>23.1</td>
</tr>
<tr>
<td>Danny</td>
<td>1985</td>
<td>H1</td>
<td>2</td>
<td>2 3 0 0</td>
<td>7</td>
<td>42.9</td>
</tr>
<tr>
<td>Beulah</td>
<td>1967</td>
<td>H5</td>
<td>3</td>
<td>1 6 1 1</td>
<td>12</td>
<td>50</td>
</tr>
<tr>
<td>Eloise</td>
<td>1975</td>
<td>H3</td>
<td>9</td>
<td>9 6 0 0</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>Frederick</td>
<td>1979</td>
<td>H4</td>
<td>25</td>
<td>31 5 1 0</td>
<td>62</td>
<td>8.1</td>
</tr>
<tr>
<td>Dennis</td>
<td>2005</td>
<td>H3</td>
<td>13</td>
<td>13 2 1 0</td>
<td>29</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Table 3  Summary of the difference between the estimated and reported county-level damage (using RMW=25KM and b=1.4).

It is natural that the fit for verification cases would be somewhat lower than for the calibration cases, and we conclude that the HURRECON model as applied here provides reasonable estimates of the spatial extent of wind damage.
Our estimates of the spatial pattern of cumulative risk of hurricane damage on the Gulf Coast are presented here in four ways (Figure 5). Panel (a) maps the 270 counties with at least an F0 level of damage experienced over the 56-year period and shows the number of such hurricanes in the county. As expected the incidence is greater near the coast, but there is considerable additional variation – less along the Texas coast than in Louisiana, Mississippi, and the Florida Panhandle. Panel (b) maps the 170 counties with at least F1 level of damage. It is considerably reduced in extent compared to F0 impacts and more closely hugs the coastline. Panel (c) considers only damage of F2 or above, and is even more clearly geographically restricted, including 67 counties mostly on the coast and again especially in Louisiana and Mississippi. Finally, panel (d) identifies the maximum damage level from any hurricane over the 56 years examined. F3 or F4 intensity is found only in eight landfall counties at the Mexican-Texas border and in Louisiana and Mississippi, but there are 162 counties that at some point experienced F1 or F2 damage, and many of these are inland.

Who was at risk?

These damage estimates make it possible for the first time to address questions about how population shifts over a half-century change people’s risk from hurricanes. As noted above, our assumption is that hurricanes in this period are an exogenous phenomenon with random variation
across time and space, and that the aggregated observed result for 1950-2005 is an unbiased estimate for any period in the recent past or near future.

Given the spatial extent of damage for counties, we used decennial census figures and annual population estimates to calculate the number and composition of persons living in areas with differing risks of wind damage in each decade. In many cases counties are divided into two or more zones of estimated damage, and we have allocated population to each zone according to its share of the county’s land area. The standard inclusive geographic unit available for subcounty areas is the census tract, which could provide more geographically precise population measures, but tract data are not available for most rural areas prior to 1980.

We find that about three quarters of the population in the study region in 2000 lived in areas that are at risk of at least one hurricane with damage of F0 or higher in a 56-year period. More telling, nearly one person in six was in an area with a risk of F2 damage or greater, which would involve buildings blown down and destroyed, roofs lost from masonry buildings, and stationary cars or railroad boxcars pushed over. More than a third of the population lived in areas that experienced five or more hurricanes, an average of at least one per decade (Table 4).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>F2 damage or higher</td>
<td>White</td>
<td>1,442</td>
<td>1,868</td>
<td>2,091</td>
<td>2,113</td>
<td>2,127</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>441</td>
<td>570</td>
<td>635</td>
<td>738</td>
<td>781</td>
</tr>
<tr>
<td></td>
<td>Age 20-34</td>
<td>466</td>
<td>485</td>
<td>524</td>
<td>851</td>
<td>827</td>
</tr>
<tr>
<td></td>
<td>Age 65+</td>
<td>112</td>
<td>160</td>
<td>198</td>
<td>296</td>
<td>378</td>
</tr>
<tr>
<td></td>
<td>Non-poor</td>
<td>279</td>
<td>412</td>
<td>2,208</td>
<td>2,676</td>
<td>2,670</td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>181</td>
<td>169</td>
<td>533</td>
<td>576</td>
<td>761</td>
</tr>
<tr>
<td>5 or more hurricanes</td>
<td>White</td>
<td>2,869</td>
<td>3,779</td>
<td>4,480</td>
<td>4,944</td>
<td>5,098</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>999</td>
<td>1,263</td>
<td>1,402</td>
<td>1,644</td>
<td>1,781</td>
</tr>
<tr>
<td></td>
<td>Age 20-34</td>
<td>953</td>
<td>1,007</td>
<td>1,161</td>
<td>1,969</td>
<td>1,957</td>
</tr>
<tr>
<td></td>
<td>Age 65+</td>
<td>225</td>
<td>327</td>
<td>410</td>
<td>618</td>
<td>793</td>
</tr>
<tr>
<td></td>
<td>Non-poor</td>
<td>565</td>
<td>854</td>
<td>4,841</td>
<td>6,091</td>
<td>6,277</td>
</tr>
<tr>
<td></td>
<td>Poor</td>
<td>385</td>
<td>358</td>
<td>1,071</td>
<td>1,135</td>
<td>1,519</td>
</tr>
</tbody>
</table>

Table 4  Number (in thousands) and percentages of persons living in zones with above average hurricane risk in Gulf Coast counties, based on 1950-2005 experience, for selected population groups. The time trend shows that socially vulnerable populations were at greater risk in 2000 than in 1950.

The total population of the Gulf Coast region as defined here grew between 1950 and 2000, from under 11.5 million to over 23.8 million (more than doubling, while in the same period the U.S. population increased by 81%, shifting from the Northeast and Midwest to the South and West). Consequently the number of persons at risk also grew in absolute terms. However our focus is not on overall population growth but on how the share of the population exposed to various levels of damage changed over time. The findings in this respect are different for different levels
of damage. There was an increase in the share of people living in areas that had at least one hurricane with F0 damage or higher in the period, from 73.1% to 76.7%, most of which had occurred by 1980. The share of people exposed to F1 damage or higher and to three or more hurricanes increased more sharply (from 47.3% to 55.0% and from 47.4% to 53.8%, respectively). Exposure to higher levels (F2 or above) followed a curvilinear trend, rising during 1950-1970, but declining again so that it returned to about its 1950 level in 2000. There was also a curvilinear trend in exposure to five or more and to eight or more hurricanes. These data suggest some turning away from areas with the greatest locational vulnerability in favor of areas with risks in a more moderate range, a process that ecologists might interpret as adaptation.

A closer examination of exposure to F2 or greater damage, which has the most significant impacts on residents, reveals substantial differences in exposure among subgroups of the population defined by age, race and poverty status as well as different trend lines (Figure 6).

![Figure 6. Trends in the exposure of different population groups on the Gulf Coast during 1950-2000. The Y-axis is the percentage of each groups’ members who lived in areas at risk of F2 damage or higher. A larger share of older, black and poor residents were at risk in 2000 compared to 1950, while vulnerability declined for younger, white, non-poor residents.](image)

The selected age categories are persons 20-34, the prime early adulthood period that most distinguishes areas that are losing or gaining population through migration, and persons over 65, who are considered to have the most difficulty coping with natural disasters. A very large proportion (77.4% in 2000) of the total population in this region is white or black, with reliable population estimates not possible prior to 1980 for Hispanics. Therefore we limit our comparison to whites and blacks (counting only non-Hispanic whites and blacks in 1980-2009, when census reports make this possible, but all persons of white or black race in 1950-1970). Poverty is based on the official federal poverty level in each year.

There was a sharp reversal in relative risk for young adults and older residents. In 1950 a higher share of young adults than older persons lived in risky areas (17.3% vs. 15.0%). The share of young adults at risk peaked in 1960 and began a steady decline, while the over 65
population shifted toward higher risk areas through 1990. By then older persons were more exposed than young adults at the F2 damage level. There was an even larger disparity in exposure at the F1 damage level in 1950 (49.3% of young adults vs. 42.7% of seniors). Although the share of seniors exposed to F1 damage increased faster over time than that of young adults, they were still slightly less exposed at this level by 2000 (52.0% for seniors, 54.6% for those aged 20-34).

Initial differences by race were greater: in 1950, 17.7% of whites but only 12.9% of blacks were in areas of F2 or greater damage. White exposure increased slightly through 1980 but then declined. However black exposure increased substantially through 1980, almost reaching the same level as whites, and was virtually the same as whites in 1990 and 2000. At the F1 level, whites were much more exposed than blacks at the beginning of the period (50.8% vs. 38.8%), but the difference was much reduced by 2000 (53.9% vs. 51.0%).

The pattern by poverty status is similar to the pattern by race. Figure 6 shows that non-poor persons were at higher risk of F2 damage in 1950 (19.2% vs. 13.6%). But by 1960 this exposure had peaked and it declined to 15.9% by 2000. Exposure of poor residents increased steadily through 1990, and by 2000 was nearly two percentage points higher (at 17.7%) than non-poor exposure. Again the data at lower damage levels shows a somewhat different trend: a greater disparity in the beginning (52.2% of the non-poor had F1 exposure in 1950, compared to 42.7% of the poor). The exposure of the non-poor changed very little after that time, but it increased steadily for the poor, and it was actually higher for the poor (55.7%) than for the non-poor (54.8%) by 2000.

These findings show a shifting relationship between locational vulnerability and social vulnerability on the Gulf Coast. Immediately after World War II, the least socially vulnerable residents lived disproportionately in the areas closer to the coast where there was greater exposure to the highest levels of potential hurricane damage. Within two decades their residential pattern was shifting toward areas of moderate risk, while socially more vulnerable seniors, blacks, and poor residents shifted toward areas of higher risk. We are not yet able to explain why these changes took place, but certainly the net effect raises a concern about whether the most exposed Gulf Coast communities may have become less resilient as a result.

**Population impacts of extraordinary events**

Although there were several major hurricanes during the period of study, their impacts seem to have been cumulative and to show up in relatively modest but continuing shifts in the population pattern. The experience in 2005 of Hurricanes Katrina and Rita at the end of our study period offers a different phenomenon because, as is well known, these hurricanes (and associated flooding of New Orleans) displaced very large numbers of people. And as we will show, this displacement partly reversed the longer term trends.

The relevant data are displayed in Figure 7, tracing population changes since 2000 for areas of F2 damage or higher. Between 2000 and 2005 the only changes for the total population or any of the population groups that we tracked were toward slightly lower exposure. There was, however, a substantial population displacement between 2005 and 2006. In a single year the share of the total population in areas of F2 damage or greater dropped from 15.9% to 14.6% (a loss of nearly 300,000 people in this zone). The decline was similar for both young adults and seniors and for poor and non-poor. However it was particularly sharp for blacks (down by 3.1%,
from 16.4% to 13.3%) compared to whites (from 16.6% to 15.7%). This is because of the highly localized impacts on New Orleans (Logan 2008).

![Figure 7](image)

Figure 7. Trends in the exposure of different population groups on the Gulf Coast during 2000-2009. The annual figures reveal the sudden population displacements and slow return from Hurricanes Katrina and Rita after 2005.

Through 2009 the total population returned partially to the prior level, and partial return was the experience of most population subgroups that we have tracked. Two population groups stand out. One is the black population, which experienced the most extreme decline in the first year (a drop of over three percentage points). Despite a sharp rebound after 2006, the net loss by blacks remained the largest of any group. The other exceptional case is residents below the poverty line. Their population share dropped less than blacks but somewhat more than the remaining categories. More disturbing, there was almost no return for poor residents (the share in F2 areas grew only from 15.7% in 2006 to 15.8% in 2008, the latest date for which data are available). In fact, the number of poor residents in this zone dropped by 85,000 between 2005 and 2006 and by another 19,000 in the following year. From 2007 to 2008 the number increased by a mere 1,000. These results suggest a differential pattern of vulnerability after Katrina and Rita – the black population was most heavily impacted in the first year, while poor residents were least likely to return.

Discussion

The at-risk population in the Gulf region has grown substantially in absolute numbers but has declined as a share of the total population in the region. Our focus has been on whether some subgroups of the population faced disproportionate risk. The changing pattern of population distribution in the Gulf Coast region tended to move more socially vulnerable populations into risky locations through 2005. Because older persons, blacks and the poor are likely to have fewer personal resources to cope with displacement or damage, their disproportionate movement over time to areas of higher risk (until the massive displacement after 2005) is particularly disturbing. Studying the impacts of Katrina and Rita offers additional clues to which groups may be more socially vulnerable, since blacks and poor people were more
heavily affected or for a longer duration than were seniors. It will be valuable to investigate whether there are also differences based on other characteristics such as education, home ownership, and family composition, all of which have been shown to be related to people’s ability to recover from natural disasters. Being aware of these patterns will be key to averting the man-made disaster of placing vulnerable people in harm’s way.

This is a purely descriptive study, an accounting of who lived where and how that changed over time. However the results merit more interpretation. One view, already mentioned above, is that the relative shift of population out of areas that have proved more risky in the last 50 years represents a successful adaptation of population to its environment. It is possible that communities are becoming more aware of risk, that the costs of hurricane damage are being factored into decisions about where to live by families and by insurance companies and that government has also begun to favor living in more secure locations. An alternative view is that the economy adjacent to the Gulf Coast is being restructured over time, favoring a low-wage second-home, tourist and casino economy along with offshore oil production that employs few workers but suffers intermittent environmental risks. By this reasoning one might expect some abandonment of the coastal zone by those population groups who are most mobile and/or are most interested in employment opportunities (white, young, and non-poor). There is likely some truth to both scenarios. Either way, the result is clearly a trend toward greater confluence of locational and social vulnerability.

Our success in modeling damage is of value in itself. This research demonstrates that wind damage can be reliably reconstructed from information on the path and wind speeds of historical hurricanes, yielding estimates that are highly correlated with published damage reports. Hurricane impacts along the Gulf Coast from 1950 to 2005 were spatially skewed, with areas of Louisiana and Mississippi being much more vulnerable than those on the Texas coast. The inland reach of wind damage is also variable. Incorporating information on storm surge, another component of hurricane damage, will be another useful step for future research.

Progress in modeling damage for historical hurricanes creates a potential for better estimates of their impacts. For example time-series models that take into account spatial dependence can evaluate whether individual hurricanes have effects, or whether only the most severe storms make a difference, or whether it is the cumulative effect over many years that matters. Are effects temporary or lasting? Such models can also be used to compare a range of outcomes, such as demographic (e.g., population displacement), economic (e.g., employment shifts), or environmental (e.g., forest cover) changes. A central question for theories of disaster and resilience is how effects may differ between human and natural systems – for example, are effects on human communities effectively buffered through public assistance and insurance systems, is the extent and timing of recovery similar in each domain, and is there evidence of greater adaptation to vulnerability over time in one domain or the other? Estimation of parallel models for both social and physical characteristics of the landscape is a feasible method for addressing such questions and is a useful direction for future research.
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